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This Meeting is Being Recorded



Strang Sections 4.3 – Least Squares Approximations

Course notes adapted from N. Hammoud’s NYU lecture notes.
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Least Squares Solution
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Least Squares Solution – Yesterday’s Example



Least Squares Solution – Worked Example
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R2 Score





Correlation



Correlation = R2 Square for only 1 feature

• Thm Correlation=R2 square when we only 1 feature to do linear regression



You midterm score





Exercise 5 and 6 which is more powerful?

R2=0.78 R2=0.74



Try to Design a Linear Algebra Test using Linear Algebra

Lasso:  
best linear fit with possible fewer entries 

Larger alpha leads to more zeros! 
(Means less problems in exam can know  
Your’s status of learning!)
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Try to Design a Linear Algebra Test using Linear Algebra

Small alpha Large alpha

Exercise 3 and 6 are most important 

Elimination with parameterized matrix 
Find complete solution of Ax=b 

Exercise 1, compute inverse



What is robust and what is not

• ]

My curve on exercise 3? Inverse of a matrix is still important 





Worked Example – Best Fit Ellipse



Best Fit Ellipse
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Kernel Trick

(A⊤A)−1A⊤b


