Lecture 9: Ito-Taylor Expansion II

Zhongjian Wang*

Abstract

General Form of Ito Taylor Expansion

0 Multi-indices

We shall call a row vector
= (j1,J2, -, 1)
where
Ji €4{0,1,...,m}
fori e {1,2,...,1} and m = 1,2,3,..., a multi-index of length
l:=1lla)e{1,2,...}

Here m will denote the number of components of the Wiener process under consideration.
For completeness we denote by v the multi-index of length zero, that is with

l(v):=0
Thus, for example,
[((1,0)) =2 and I((1,0,1)) = 3.

In addition, we shall write n(a) for the number of components of a multi-index which are
equal to 0 . For example,

n((1,0,1)) =1, n((0,1,0)) =2, n((0,0)) =2.
We denote the set of all multi-indices by M, so

M={ (G, jos--,0) i €{0,1,....m},i € {1,...,1}, for [ =1,2,3,... } U {v}. (0.1)
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Given a € M with [(«a) > 1, we write —a and a— for the multi-index in M obtained by
deleting the first and the last component, respectively, of . Thus

—(1,0) = (0),(1,0)— = (1)
~(0,1,1) = (1,1),(0,1,1)— = (0, 1).
(

Finally, for any two multi-indices a = (41, 2, ..., Jjx) and @ = (4, j2, ..., i) we introduce
an operation * on M by

Q% Q= (J1, G20y Jis J1s T2 - -+ 1)

the multi-index formed by adjoining the two given multi-indices. We shall call this the
concatenation operation. For example, for o« = (0, 1,2) and & = (1,3) we have

axa=1(0,1,2,1,3) and a*xa = (1,3,0,1,2)

1 Hierarchical and Remainder sets

We call a subset A C M an hierarchical set if A is nonempty;
A#0D
and the multi-indices in A are uniformly bounded in length:

sup (o) < 00
acA

and
—ae A foreach ae A\{v}

where v is the multi-index of length zero.
E.g.

{v}, {0, (0), (D)}, {v,(0), (1), (1, 1)}

are hierarchical sets.
For any given hierarchical set A we define the remainder set B(A) of A by

B(A)={ae M\A: —ac A}
E.g., for SDE driven by 1D Wiener process,
B<{U}) = {(0)7 (1)}7 B({Ua (0)7 (1)}) = {(07 O)’ (07 1)7 (17 0)7 (1’ 1>}

and

B({v,(0), (1), (1,1)}) = {(0,0),(0,1),(1,0), (0,1, 1), (1,1,1)}



Given r is positive integer,
I={aeM:il(a) <r},
and
A ={aeM:l(a)+n(a) <r}
are hierarchical set.

2 Ito-Taylor Expansion

2.1 Recall

t t
X, = Xo+a(Xo) / ds + b(Xo) / qw.
0 0

t S
+(L')(Xo) / / dW.dW, + Ry,
0 0

remainder:

R, = //(Loa dzds—i—// (L'a)(X.)dW.ds
0o Jo
t
//( ) dzdW, +/// (LOL'b)(Xy)dudW,dW,
0 JoO

-I—/ / / L Lt b)(X,)dW, dW,dWs,
where
0 K0 1K,
0 —_ 7 - bk,jbl,]
TR IR DD DU ww
k=1 k=1 j=1
and

d )
—_— k?'
L=>"b o
k=1

If applied to a function f,

(1.2)

(1.3)

(2.4)

JXo) = f <X0)+<Q(X0)f’(Xo)+%bz(Xo)f”(Xo)) /Ot ds + b(Xo) f'(Xo) /O aw,

+(LN(bf"))(Xo) /Ot /O dW.dW, + Ry,

3

(2.6)



remainder:
R, = /0]t /OS(LO(af’+%bzf”))(Xz)dzds+/Ot/OS(Ll(af’+%bgf”))(Xz)dWst
+ /0 t /0 (L)) (X.)d=d W, + /0 t /0 S /D (LOLY (b)) (X dud V.dIW,
+/Ot /0 /OZ(LlLl(bf’))(Xu)qudWZdWS. (2.7)

2.2 Statement
Let p and 7 be two stopping times with
to < plw) <7(w) <T

w.p.1; let A C M be an hierarchical set; and let f : RT x ¢ — R. Then the Ito-Taylor
expansion

FOX) =) Lalfalp X, + D lalfaln X)), (2.8)
)

acA aeB(A
holds, provided all of the derivatives of f,a and b and all of the multiple Ito integrals
appearing in (2.8) exist.

2.3 Examples
1. We take the hierarchical set A = {v}, which has the remainder set

B({v}) = {(0),(1),...,(m)}
Then,

FEX) = LU (0 X)), 4 S Lalful X)),

aeB({v})

70X+ [ LX) ds Y [ ) an
j=17p

p

This is the Ito Formula.

2. (2.6) with remainder term (2.7) can be from (2.8) with hierarchical set A = Ay =

{v,(0), (1), (1, 1)}



2.4 Proof (not a stopping time version)

Lemma Let o, 5 € M. Then

Lo [fo( X, . = La[fs (0, Xp)], e + D Tiyea s XD

Proof:
First, Ito formula yields,

f (7—’ X‘F) = f (07 XP) + Z [(j) [Ljf(" X)]

For [(a) = 0 we have ao = v. Hence,

IOt [fﬂ('vX')]pﬂ- = fﬂ (T7 XT)
= fs(p, X,) + me (L7 fa( X)),

=T [f5 (0. X))o+ D Tiyea [fiipen (-
j=0

Now let [(«) = k > 1, where a = (j1,...,Jx) . Then,

Lo 30 X, =T [fo (520 ]

i 1], S5 e 0]

m

=10 [f5 (0 X)), D Lo [Fii108 (- X,

5=0
Main Theorem We shall prove by induction on,

l1(A) = supl(«).

acA

For I1(A) = 0 we have A = {v} with the remainder set

Then

X’T‘) :ZIa [fa (,07 Z

acA acB(A)

X))] o

pP,T

p?T

(2.9)



Now let I, (A) = k > 1. If we set
E={aecA:l(a)<k—-1}

which is an hierarchical set, then by the inductive assumption we obtain

X:) = Zla [fa (p, Xp)]p,f + Z I, [fa('aX')]p,r

acé aeB(€)
Since A is an hierarchical set with [;(«) = k,
A\E C B(€E)

For f = a € A\E so we can rewrite as

X =3 Lalfu(p X)), + D 1

agl acAlE
=+ Z Ia [fa('aX')]p,T
a€B(E)\(A\E)
== Z [a [fa (p7 X
a€cl
+ ) [ o (0, Xp)pr + D Lgywa [Feal X'ﬂw]
acA\E 3=0
+ Z [a I:fa(.7X')}p,T
a€B(E)\(Ale)
- Z Io [fa (pa XP)]p,T + Z L [fo‘(.’ X')]Pﬂ'
acA a€By
Now note,
By =[B(E)\(A\E)] U[U{ *aGM:aGA\g}]

={ae M\E: —aeEP\{ae M\E: ae A}
o e M:—a e A\E}
—{ae M\A: —a € &} Jla e M\A: —a € A\E}

={ae M\A: —ac A}
=B(A)



