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Exercise Consider the matrix:

=)

1 3 5 7
A=10 0 O 2
1 3 5 9

e Write down A = LU where L is an lower traingular matrix and U is a REF.

e Calculate the four fundamental subspaces

1350 7 p3 -pr3—pr1 |1 3507 Rp3 —R3_R2 [1 3 5 07
A=10 0 0 1 2 0 0 1 2 0 00 1 2
1 3 5 19 000 1 2 000 0O
U
1 0 0 1 0 O
The elimination matrix we haveis F3; = | 0 1 0| ,FE3x = |0 1 0| and E32E51A = U (order!)
-1 0 1 0 -1 1
Thus

1 0 0 1 0 0
and F3;' = [0 1 0|,E3'=10 1 0].So
1 0 1 0 1 1
1 00 135 0 7
L=10 1 0{,U=1]0 0 0 1 2
1 11 0 0 0 0 O
1 0
e Col(A): [0, |1] (first and forth column (pivot) of A)
1 1
1 0
3 0
e Row(A4): |5],|0| (non-zero rows of REF)
0 1
7 2

e Nul(A) = Nul(U)



— T1 = —3582 — 5$3 — 733‘5

— o, x3 is free

*I4:721’5
— x5 is free
Thus
73562 *5563 *7935 -3
T2 1
Nul(A) = T3 =x5| 0| +u3
—2.235 0
Ts 0
so the basis is
-3 -5 -7
1 0
0,11,
0 0 -2
0 0
e Nul(A"):
1 0 1 1 0 1 1 0 1
3 0 3 0 0 0 0 0 0
AT =15 0 5| ~10 0 0|~ |0 0 O
0 1 1 0 1 1 0 1 1
7T 29 0 2 2 0 0 0
— @ =—x3
— T2 = —I3
— x3 is free
-1
The basis of Nul(AT)is |[—1
1

What is the dimension of the four fundemental subspaces?

OO OO

oo O+~ OoO

OO O ==

(REF)



Exercise 1. all the possible rank of

1 1 a
3 3 a
a a a
when a varies.
R2 <+ R2-3R1
Lla\ pe «Rpo—arm1 (L1 @ \ Ry « R3ylsap (11 o« (1)
3 3 a 0 0 —2a 0 0 —2a
a a a 0 0 a-—a? 0 0 O
e q = 0O,rank=1
e a # 0, rank=2
2. all the possible rank of
1 3 a
3 1 a
a a a
when a varies.
R2 <+ R2-3R1
L 3 a\ pp «po—qr1 (1 1 @ \ gy py_em (L 1 o« @)
3 1 a 0 -8 —2a -8 —2a
a a a 0 —2a a-—a? 0 0 a—2%

e a— % =0 (which means a = 0 or a = ), rank= 2

a2

e a— % # 0 (which means a # 0 and a # 3), rank= 3



Exercise 1. What is all the possible rank of

a a a a
A |@ b b b
a b ¢ ¢
a b ¢ d
when a, b, ¢, d varies.
2. When is A invertible?
(1 0 0 0] a a a a
-1 1 0 0 0 b—a b—a b—a
En=1¢g o1 of 7 Bnd=|, c c
10 0 0 1] a b c d
(1 0 0 0] a a a a
0 1 0 O 0 b—a b—a b—a
Eg = -1 0 1 0 = EnknA= 0 b—a c—a c—a
10 0 0 1] a b c d
(1 0 0 O] a a a a
0 1 0 0 0 b—a b—a b—a
Ear = 0 01 0 = EnEanknA= 0 b—a c—a c—a
_71 0 0 1_ 0 b—a ¢c—a d—a
1 0 0 0] a a a a
0 1 0 0 0 b—a b—a b—a
Esy = 0 -1 1 0 —  EpEnFEsFEaqA= 0 0 c—b c—b
_0 0 0 1_ 0 b—a ¢c—a d—a
1 0 0 0] a a a a
0 1 0 O 0 b— b— b—
Ey = 0 0 1 0 —  EpB3EF3Fy A= 0 Oa c—(lj c—(;
0 -1 0 1] 0 0 c—b d—bD
(1 0 0 0] a a a a
01 0 O 0 b—a b—a b—a
Ey3 = 00 1 0 —  EysBEypEs B FE31Ey A= 0 0 cb c—b
_O 0 -1 1_ 0 0 0 d—c

1.

e rank=0,a=b=c=d=0

e rank =k, kof a,b—a,c—b,d—cis0
2.a#0,a#b,b#c,d#c



b1 11 1
Exercise For which b = | b | are there solutions to Ax = b, where the matrix A= (2 2 3|7
bs 0 0 1
For those b, write down the complete solution.
We first reduce to REF
UL\ gy« pa—or1 (L 1 1\ p3 «R3_p2 (1 11
A=12 2 3 0 0 1 0 0 1 (3)
0 0 1 0 0 1 0 00
0
e basis of row(4 0|. (First and second row of REF)
2
(1 1
e basis of col(4) is [2], |3]. (First and third column of A)
10 1
e Nul(A): solve equatlon Az = 0 gives solutlon x3 = 0, xo is the free variable, x1 = —x9 — 13 = —x5. So
—y
Nul(A4) = T2 | |x2 € R p = span
0 -
Ll by po o pop—opr (L1 1 [ b R3 «R3-R2 (L 1 1| b
2 2 3 | by 0 0 1 | by—2b 0 0 1 | by — 2by
0 0 1 | b3 0 0 1 bs 0 0 0 | bg—bo+2b
(4)
The solution have solution means by = by — 2b;.
Complete solution: Solve the equation by set x5 as free varible:
® I3 = b2 — 2[)1,
e 15 is the free variable,
® I Z—I‘Q—I3+b1 :—xQ—(b2—2b1)+b1 = —$2—b2+3b1
1 —x9 — by + 3b1 —bs + 3by -1
To| = €T = 0 +xo | 1
T3 b2 — 2b1 bg - 2b1 0
| —— ——

find special solution by set free varaible to zero null space



=N
~

1 1
Exercise Calculate the inverse matrix of M = [ 1 2

1 3
Use elmination start from [M|I] to [I|M~}]

R2 <+ R2-R1

111100\ g —p3_p (L1 1] 1 00
MI)=(1 2 2 | 01 0 011 ] 110
134001 023 | -10 1

Use R1 to ellimate the column 1 in R2 and R3
Rl « R1—1-R2

R3 « R3—-2.R2 (1L 0 0 | 2 -10
01 1] -1 1 0 5)
001 | 1 -2 1

Use R2 to ellimate the column 2 in R1 and R3

Rl < R1-0-R3
R2 +— R2-1-R3

1 0
0 1
0 0
Thus

Check if MM~ is idenity! equal to check
o (1L,1,1)-(2,-2,1) = 1,(1,2,2) - (2, -2,1) = 0, (1,3,4) - (2,~2,1) = 0
o (L1,1)-(—1,3,-2) = 0,(1,2,2) - (-1,3,~2) = 1, (1,3,4) - (—1,3,-2) = 0
o (L1,1)-(0,—1,1) = 0,(1,2,2) - (0,~1,1) = 0, (1,3,4) - (0, —1,1) = 1



0 1 -1
2 0 0
1. The complete solution of linear system Ax =bis &= |3 +z1 | 2 | +22 | 0 [, then dim(col(A)) =3
1 —1 1
2 1 0

Yes, A have 5 column (n = 5). For we have 2 free variables, thus dim(Nul(4)) = 2 So rank r =
n—dim(Nul(4)) =5-2=3

2. There exist a matrix A whose column space is spanned by (1,2,3) and (1,0, 1)and whose nullspace is
spanned by (1,2, 3,6)

No. The dimensions of such a matrix must be 3 by 4 (m = 3 and n = 4). The dimension of the column
space is 2, because the given vectors are independent. That means the dimension of the nullspace must be
4 — 2 = 2. The null space cannot be spanned by 1 vector.

e For a matrix A € R**5, the largest possible rank of A is 5. No, rank< m, rank < n

e For a matrix A € R**5 there are possibility that linear system Az = b have one and only have
one solution. No, rank < 4, so this can’t be a full column rank matrix, dim(Nul(A)) can’t be zero.
Futhermore, this linear sytem must have infinite solution. Because this is a full row rank matrix, thus
the system at least have one solution.(row(4) = R*)

e For a matrix A € R**® rank(A) = 4. There are possibility that linear system Az = b have one and
only have one solution. No, same as above. dim(Nul(A4)) =1

e For a matrix A € R*3, rank(A) = 3. There are possibility that linear system Az = b have one and
only have one solution. Yes, this is a full column rank matrix, so Nul(A) = {0}

e For a matrix A € R**% rank(A) = 4. There are possibility that linear system Az = b have no solution.
No. This is a full row rank matrix, so dim(col(A)) = 4 and col(A) C R*. This means col(4) = R*.
Every system Az = b must have a least one solution.

The dimension of null space dim(Nul(A)) =5 —4 = 1. So the system have 0 or co solution.
Combine the two rational, we know the linear system must have infinite solutions.

e For a matrix A € R%*4 rank(A) = 4. There are possibility that linear system Az = b have no solution.
Yes, this is because this is not a full row rank matrix.

e Y = AX and A is an invertible matrix, then rank(Y") = rank(X). Yes,because Y = AX so rank(Y) <
rank(X). For A is invertible matrix, so X = A=Y which tells us rank(X) < rank(Y). The only
possiblity is rank(Y") = rank(X)



