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Reminders

Get access to Gradescope, Campuswire.
Obtain the textbook.
Problem Set 1 due by 11.59 pm on Friday (NY time).
v Late work policy applies.
Recap Quiz 1 due by 11.59 pm on Sunday (NY time).
% Late work policy does not apply.
Recap Quiz is timed.
A Once you start, you have 60 minutes to finish it (even if you close the tab)



Not every matrix have an inverse

) 1 0 -1 X1 X1 — X3
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Two ways to calculate the matrix vector multiplication
Linear combination

Dot product
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Not every matrix have an inverse
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fQuave mefnye
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Exercise

1 0 O X1 X1 bl
Ax = b —1 1 0O X2 = —X1 + X2 = | by
1 -1 1 X3 X1 — X2+ X3 b3

Find the solution x for any ». From x = A~1b read off the inverse matrix 4.

What is A~'b when b = (0,0,1), b = (0,1,0), b = (1,0,0)?
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Linear In/Dependence

<
Sometimes the span of a set of vectors is @ than you expect from My C metrye

the number of vectors. _
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This can mean many things. For example, it can mean you’re using too
many vectors to write your solution set.

Notice in each case that one vector in the set is already in the span of the - -
others—so it doesn’t make the span bigger. | veetor _S lve, - vectory ”77"%? \- veeBr ~> Space

We will formalize this idea in the concept of linear (in)dependence. = e " phne




Linear Dependence

linewe indepardent - <o o Slne WH @
Two vectors are said to be linearly dependent if they are multiples of each other,
i.e., 4 and v are linearly dependent if & = cv for some constant c.

Three vectors are linearly dependent if they all lie in the same plane, i.e., one
of them is a linear combination of the gther two. For example u, 'u and w are
linearly dependent if u.CQFOM{\? W) = U=t W = 0V < Ca L ® - =0

at + by + cw = 0 B
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for scalars a, b, and ¢ not all zero.
In general, n vectors ¥y, ¥, ..., U, are linearly dependent if
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Linear Independence

A set of n vectors @y, ¥s, ..., U, is said to be linearly independent if

01171+62172+"'+Cn17n=0
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Combining Both

Definition
~ - N n . 48 . .
A set of vectors {vi,v2,...,v,} in R" is linearly independent if the
vector equation - - n KN
T1V1 + 202 + -+ TpUp =0

has only the trivial solution 1 = 22 =+ = 2, = 0. The set
{v1,v2,...,v,} is linearly dependent otherwise.
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In other words, {v1,v2,... ,%p} is linearly dependent if there exist numbers

e

Like span, linear (in)dependence is another one of those big vocabu-
lary words that you absolutely need to learn. Much of the rest of the
course will be built on these concepts, and you need to know exactly
what they mean in order to be able to answer questions on quizzes
and exams (and solve real-world problems later on).

x1,%2,...,Tp, not all equal to zero, such that
~ — -~ m— Note that linear (in)dependence is a notion that ap-
ot et cre = hongero F1VL T Z2V2 0+ Tplp = 0. plies to a collection of vectors, not to a single vector,
This is called a linear dependence relation. or to one vector in the presence of some others.
\
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In this picture

One vector {v}: S
Linearly independent if v # 0.
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Linear In/Dependence — Visuals in R2

In this picture

Span{w}
One vector {v}:
Linearly independent if v # 0.

» : Two vectors {v, w}:
Linearly independent: neither
is in the span of the other.
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Linear In/Dependence — Visuals in R2
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One vector {v}: > i\h R VK?) e R
Linearly independent if v # 0. g hretr
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Two vectors {v, w}: mMesn§g k &n

Linearly independent: neither
is in the span of the other.

Three vectors {v,w, u}:
Linearly dependent: u is in
Span{v, w}.

Also v is in Span{u,w} and w
is in Span{u,v}.
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Span{v}

Two collinear vectors {v, w}:
Linearly dependent: w is in
Span{v} (and vice-versa).

Observe: Two vectors are
linearly dependent if and only
if they are collinear.



Two collinear vectors {v, w}:
Linearly dependent: w is in
Span{v} (and vice-versa).

Observe: Two vectors are
linearly dependent if and only
if they are collinear.

Three vectors {v,w, u}:
Linearly dependent: w is in
Span{v} (and vice-versa).

Observe: If a set of vectors is
linearly dependent, then so is
any larger set of vectors!




In this picture

Two vectors {v, w}:
Linearly independent: neither
is in the span of the other.
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Linear In/Dependence — Visuals in R3
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In this picture

Two vectors {v, w}:
Linearly independent: neither
is in the span of the other.
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In this picture

Span{v, w}

Two vectors {v,w}:
Linearly independent: neither
is in the span of the other.
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Three vectors {v,w, x}:
Linearly dependent: x is in
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Exercise
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Find a combination x;w; + xaw, + x3w3 that gives the zero vector: linewe  n depordet
1 4 7
wy=| 2 wy,=1]5 w3 = | 8
3 6 9
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Those vectors are (independent) (dependent). The three vectors lie in a
matrix W with those columns is not invertible.
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If the columns combine mto Ax = () then each_gow hasr - x = 0: P
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The three rows also lie in a plane. Why is that plane perpenéicular to x?
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