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1 Projection and Least Square

Approximately solve Az = b equals to project b to col(A)
e x=(ATA)1ATH

e Projection Matrix P = A(ATA)"'AT (Projection of b to col(A) is Ax,
i.e.Pb= Azx)

e rank(AT A) = rank(A) so if A is full column rank (or columns of A is a
basis of col(A)) then AT A is invertible

e application: best linear fit
Orthogonal Vectors {q1, -, q,}7, satisfies
°qlai=1

q; qj =0fori#j

{q1, -+, gn} are orthogonal vectors then ¢i, - - - , g, are linear independent

Let Q = [q1,- - ,qn), then QTQ = I. QQT may not be I but it’s the
projection matrix to Q.

Furthermore if @ is a square matrix , then we call Q) is a orthonogal matrix.
For orthogonal matrix we have QTQ =QQ" =T and QT = Q!
b
a3 b

Project bto Q is QQ b = (¢ b)q1 + (g3 b)gz+- -+ (¢, b)gn. (QTb = )

b
an

G-S The Gram-Schmidt process is a method used in linear algebra for or-
thogonalizing a set of vectors. Given a set of linearly independent vectors
V1i,Va,...,Vg in R™ the Gram-Schmidt process produces a set of orthogonal
vectors uy, Us, ..., U as follows:

1. Set u; = Vi.



2. For i = 2 to k, compute

Vi, U
o)
i=1 <uj7 uj>
where (x,y) denotes the dot product of vectors x and y.

To normalize each vector to get an orthonormal set, compute
u;

e = ——
C ]

for i = 1 to k, where ||u;]| is the Euclidean norm of u;.

This process orthogonalizes the set of vectors {vy,va,..., vy}, ensuring that
each u; is orthogonal to all previous u; for j < 4. The last step, normalization,
is optional if the goal is to obtain an orthonormal set.

QR-decompostion: A = QR, Q is orthogonal (but not square), R is upper
triangular

e Using G-S to calculate @
e caluclate Rby QT A

2 Determinate

Four Basic Property

o (I)det([vr, - ,vi,--- 05, ,vy]) = —det([v1, -+ ,v5, -, v, , Up]) (switch-
ing 4, j column make the determinate negative)

e (2) det(AB) = det(A)det(B)
e (linear combination of single column)

— (3) det([v1+v],v2, - ,v,]) = det([vr, va, - -+ , v, ])Fdet([v], va, -+, vs])
— (4) det([cvr,va, -+ ,v,]) = edet([vr, va, -+, vp])

determinates of basic matrix
o det(l,) =1

e What is the determinate of a diagonal matrix?

What is the determinate of an orthogonal matrix matrix?

What is the determinate of a permutation matrix?

What is the determinate of an elimination matrix?

What is the determinate of a lower diagonal matrix?



Try to prove the following property:

° det([ﬁ, V1, V2, - 7Un71]) =0

L det([01vl, CoU2, 7/077,]) = CICQdet([U17 Vo, 7UnD
o det([v1,v1,v2, -+ ,Un—1]) = 0 (A have two equal columns, then determi-
ante is 0)

e det(cA) = c"det(A)

det(A) = det(AT) (hint:LU Decomposition)
- 1

[ ] det(A 1) = m
Cofactor : C;; = (—1)""/M;; where M;; is the minor (determinate of (n —
1) X (n — 1) submatrix)

e Cofactor expansion
— For rows det(A) =a;1C;1 +ainCio + - -+ + a;nCin
— For columns det(A) = a1;,C1; + a2;Co; + -+ - + a4 Chy

e Cramer Rule Consider a system of linear equations in matrix form Az =
b, where:
— Ais an n X n matrix of coefficients.
— x is a column vector of unknowns x1,xs, ..., x,.
— b is a column vector of constants.

Cramer’s Rule states that if det(A) # 0, then the system has a unique
solution. The solution for each unknown z; is given by:

~ det(A)

Ly

where:

— det(A) is the determinant of the matrix A.

— A; is the matrix formed by replacing the i-th column of A with the
column vector b.

e Al = ﬁm)CT , where C' is the matrix of cofactors

e Hard Questions: What is det(C)? (W why?)



3 Eigenvaule
Eigenvalue and eigenvectors means
Ax =Xz
A € R is eigen value and = € R is the eigne vector.
e )\ is the solution of p(\) = det(A — AI) =0
e p()) is a n—the order polynomial (by cofactor expansion)

e x € Nul(A— \I)
PN = (D" A= A)A = Az) -+ (A= An)

e n X n matrix have n eigen values
(n x n matrix have n don’t means it has n eigenvectors, if it has it can

be diagonalize (this means not every matrix can be diagonalize), example

[8 (1)] , p(A) = =A% it has two eigenvalue 0 but only one egienvector. All

matrix can’t be diagnoalized will similar to this.)

If Ay, -+, A\, are distinct eigenvalues then eigenvectors zi,---,z, are linear
independent which mens X = [z4,--- ,x,] are invertible.
Diagnoalization A = XAX ! where A is a diagnoal matrix, diagnoal

elements are eigen values.
Similar Matrix A = XBX !

o trace(A) =trace(B) = A +---+ A,
e det(A) =det(B) = A1+ Ay

e all A’s eigenvectors are [dy,da, - - - ,dy|, B's eigenvectors are [by, ba, - -+, by],
then
X =[Gy, o, @n[b1, b2, 5 bn] "
= |a1, a2, »an (01, 02, » Un

Symmetric Matrix A = AT
e cigenvectors x1, X9, -+ ,x, are orthogonal

e A=QAQT, Q is orthogonal matrix (remember to normalize eigenvectors
to unit vectors)

K2

——

projection to z;

o FTAT =" Ni(z]z)?

e A=Y N wm) (we need x; are unit vector)



. . N To| . . .
e Motivation: &' AZ for & = is a qudratic function respect to 1, -+ , x,
Tn

e Positive Definite Matrix: Symmetric matrix whose eigenvalue is posi-
tive (A\; > 0 for all ¢)

Z1
ST — . o . =T - o 372 . . .
— &' A% is always positive (Z' AZ,Z = is a quadratic function
Tn
respect to variable 1, -+, x,)
- 7 AT = E Ni(z] 2)?
N—— -
quadratic function who is always positive ¢
———

sum of positive square functions

4 Singular Value Decomposition

A= U y v
~ ~~ =~

orthogonal diag orthogonal

° A c Rmxn

° U c Rmxm’ V e Rnxn

° z 6 Rmxn

AAT = U, ATA=VvyTsv?’
e U=[u, - ,u,] then uy,--- ,u, are eigenvectors of AAT
o V=1[v, - ,v,] then vy,--- ,v, are eigenvectors of AT A

A= UlulvlT + aquv; +- 4+ arurvTT where r = rank(A)

— 1 _ 1 AT
[ ul—aAvl,Ul—;A Ul

We have
rank(A) = rank(AA") = rank(A" A)
ug,..., U, is an orthonormal basis for the column space
Wpgl,y ..., Uy is an orthonormal basis for the left nullspace N (AT)
Vi,...,Vp is an orthonormal basis for the row space
Vitlye-o,Vp is an orthonormal basis for the nullspace N (A).



5 Linear Transform

e check linear transform

— Prove: check T(cx) = cT'(2), T(x+y) =T(z)+ T(y)
— Disprove: counter example

— P, polynomial of degree n.

e Change of Basis: https://2prime.github.io/files/linear/recitationli_
sol.pdf



