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Homework 7: Complexity of Hypothesis Space

Question 1. (Dvoretzky-Kiefer-Wolfowitz inequality via Uniform Bounds) Let F = {1{x ≤
t} | t ∈ R} be the collection of indicator functions for x ≤ t. Let the L2(P ) metric on F be defined by
‖f − g‖2

L2(P ) =
∫
(f(x) − g(x))2dP (x).

(a) Show that the covering numbers for F in L2(P )-norm satisfy

sup
P

logN(F , L2(P ), ε) ≤ C log
(

1 + 1
ε

)
,

where the supremum is over all probability distributions and C is a numerical constant.
(b) Show that Rn(F) ≤ C√

n
, where C is a universal (numerical) constant.

(c) Prove a (weaker) version of the Dvoretzky-Kiefer-Wolfowitz inequality, that is, that

P
(

sup
t∈R

|Pn(X ≤ t) − P (X ≤ t)| ≥ C√
n

+ ε

)
≤ 2e−cnε2

,

where c, C are absolute constants. (In fact, c = 2 is possible using tools we have covered.)

Question 2. Read http://www.stat.yale.edu/~yw562/teaching/it-stats.pdf
Definition (ε-covering). Let (V, ‖ · ‖) be a normed space, and Θ ⊂ V . {V1, . . . , VN} is an ε-covering of

Θ if Θ ⊂ ⋃N
i=1 B(Vi, ε), or equivalently, ∀θ ∈ Θ, ∃i such that ‖θ − Vi‖ ≤ ε.

Definition (ε-packing). Let (V, ‖ · ‖) be a normed space, and Θ ⊂ V . {θ1, . . . , θM} is an ε-packing of Θ
if mini 6=j ‖θi − θj‖ > ε (notice the inequality is strict), or equivalently ⋂M

i=1 B(θi, ε/2) = ∅.
Definition (Covering number). N(Θ, ‖ · ‖, ε) := min{n : ∃ ε-covering over Θ of size n}.
Definition (Packing number). M(Θ, ‖ · ‖, ε) := max{m : ∃ ε-packing of Θ of size m}.
Proof Let (V, ‖ · ‖) be a normed space, and Θ ⊂ V . Then

M(Θ, ‖ · ‖, 2ε)
(a)
≤ N(Θ, ‖ · ‖, ε)

(b)
≤ M(Θ, ‖ · ‖, ε).

Question 3. Prove
vol(Θ)

vol(B(ε))
(a)
≤ N(Θ, ‖ · ‖, ε) ≤ M(Θ, ‖ · ‖, ε)

(b)
≤

vol(Θ +B( ε
2))

vol(B( ε
2)) .

where B(ε) is the norm ball with radius ε.
Question 4. (Covering Number of Sobolev Ellipsoid) Say that we’re interested in functions of the
form

f =
∞∑

j=1
θjϕj : [0, 1] → R

such that ∑∞
j=1 θ

2
j < ∞ and the ϕj form an orthonormal basis for the inner product space, (F , 〈·, ·〉) where

for any ψi, ψj ∈ F ,

〈ψi, ψj〉 =
∫ 1

0
ψi(x)ψj(x) dx

In other words, for any ϕj, ϕk in our basis,∫ 1

0
ϕj(x)ϕk(x) dx = I(j = k)

We’d like to impose some kind of structure on these functions. One natural way to do so is to assume
that “most” of the mass of the sequence is in the early coefficients. Concretely, we may assume that,

∞∑
j=1

θ2
j

µj

≤ 1,

1

http://www.stat.yale.edu/~yw562/teaching/it-stats.pdf


2

for some sequence of coefficients µ1 ≥ µ2 ≥ · · · ≥ 0. In particular, consider Sobolev ellipsoids, functions
for which we have µj = j−2α for some α > 1/2. When α = 1, these functions should be thought of as a
generalization of Lipschitz functions.

Let us return to the task of bounding the metric entropy of the Sobolev ellipsoid. Consider the space of
coefficients:

E =

(θ1, θ2, . . . ) :
∞∑

j=1

θ2
j

µj

≤ 1


and

Ẽ = {θ ∈ E : θj = 0 for all j > t}
• (Bias) We claim that if we choose t to be the smallest integer such that µt ≤ δ2, then a δ-cover of

Ẽ is a
√

2δ-cover of E . What is the proper t one should choice?
• (Covering Number) The metric entropy is upper bounded as:

logN(Ẽ ; δ, ‖ · ‖2) .
(1
δ

)1/α

log(1/δ).

(hint: Using Question 3 and https://www.stat.cmu.edu/~siva/teaching/709/lec3.pdf)
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