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References
https://hsnamkoong.github.io/assets/html/b9145/index.html



Distribution Shift
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Reconsider the ML Theory…
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However…
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Elephant or Cat
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Shortcut learning
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spurious correlation
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From i.i.d to o.o.d



Importance Weighting
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Importance Weighting
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Importance weighting
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Not Working for Over-parameterized Model

Byrd J, Lipton Z. What is the effect of importance weighting in deep learning? International 
conference on machine learning. PMLR, 2019: 872-881.



IPM
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Background material: integral probability measures
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IPM and distribution shift
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Example: L1 distance
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Curse of dimensionality (next lecture)
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Dependency on Hypothesis Space
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Another trade-off

Different answer on two domains

same answer but

Both are wrong
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Another tradeoff



Distributionally Robust Optimization
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F-divergence
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Distributionally Robust Optimization



26

Generalization of DRO
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Duality of DRO
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Duality of DRO
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Variance Regularization
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Generalization of DRO



Is DRO Working?
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F-divergence DRO only reweighting
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spurious correlation
Weights more on rare data!
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What’s wrong about f-divergence
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What’s wrong about f-divergence

Or
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Over-parameterization?



Adversarial Learning
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adversarial training
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How to find Adversarial Examples?

Optimization that maximize the loss
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Adversarial Training

https://arxiv.org/pdf/1706.06083
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Adversarial Training Can Hurt Generalization



Real World?
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Agree on the line!
Recht B, Roelofs R, Schmidt L, et al. Do imagenet classifiers generalize to imagenet?[C]//
International conference on machine learning. PMLR, 2019: 5389-5400.
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Why?


