Lecture 11 Localized Complexity
IEMS 402 Statistical Learning
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Empirical Method of Maurey
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Volume Based Bound

Last lecture, we discussed the problem of getting a covering number N for L; balls using Lo balls.

N(e, B, || - II2) (1)
Using a volume argument, we were able to establish the following result.
N(e,BY, || - |l2) < N(e&, B, || - [l1) (2)

N(e B |-l <1+ ) 3
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Empirical Method of Maurey

O(1/€?) S
Theorem 1. When € > \/— N <(2d+ 1)L < Ve
As a result, log N < E—lflog(d). s ~ti bl
Proof. Let’s cover the following set: | sy e ﬂ~

B = {z € R%|||z|y < 1 and z; > 0 Vi}
The above set means that > z; <1 Vz; > 0.
We can think about a probability distribution over {ei,...,eq,0}:
' "
z—z.’rze, (1= |lz|l1) -0 T R TT
'
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Empirical Method of Maurey

This implies the following probabilities.

]P[Z = ej] = (IIJV] € [d]
Plz = 0] = 1 - [l

With these, we can get a mean of the probability distribution.
E[z] :Z]P’[z:ej]-ej+]P’[z:O]-O:Z:rj-ej:a:

We will draw ¢ samples 21, ..., 2; from the distribution where each z is some e;. After drawing the
samples, we can take the average of the samples:

2=

| =

t
D a
i=1

We want to show that E[||z — z||3] < €. If we can do this, then if we take all possible z, we get an
e-cover of the space using those Z since then all x we can choose will be within € of some point in
the cover by what we argue above.
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Empirical Method of Maurey v= Volumn
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Localized Complexity



Example: Mean Estimation
$=(T§Xf = uraB}n -J\‘S; (6~ x.‘\l
- 7EE®) Llg)= E (o-x)"
|

9~ &1+ Var [x)

> LI8) - LIg¥) = 18- 0*1” = 0 (=) & Rt R&
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|dea:Localized Complexity
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Localize Leads to Fast Rate
lobue | - %1 4§
Asune.  Log; 4 |l 9- 0% I|%

T lofized  Redenader C\"quérh[ iheor  respert o g
|

g

<. s L)

I
= ‘PM\ s = C“: (‘%‘);‘

Y



Non-parametric Least Square

To estimate the unknown regression function f*, we consider the empirical risk minimizer (ERM), which
is given by

f = argmin ~ 3(f(w:) — )2 2)

fer 1N i1
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Method 1

Proof of Theorem 1:  Since f is optimal to the ERM problem (2) and f * € F is feasible, we have
n “ku ‘w‘
- Z(yz - z))z Z(yz [ (2?1, . (3)

Also recall that = I:“ (P‘~ t‘) ANCE". .ﬁ)w‘.,. \";

= f*(z;) +ow;, 1<i<n.

We plug this expression into y;’s in equatlon (3), open the squares and rearrange terms. Doing so glves the
“basic inequality” SR [T7Y- N }

(085 (3 QEendfic %nf— FIn < %waf‘(a:i) SEACD) (4)
=1

£ TN

Introducing the shorthand A := f — f* € F*, we rewrite the above basic inequality compactly as

; " < . Hiat A O “&‘ (h h &l“led
sl = c. e SE;MA(:@. “1 :te e o)
S inbdhy b ST heaas Felfw . d of +e

term Ium)a.eJ complenity
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We need star shape

lguﬁd*‘/ Gn (6. (—”) Red ([0~ 011 <§. 9eH })

Lemma 1. If F* is star-shaped, then the function § +— G(%l is mon-increasing on (0,00). Hence §*
erists and is finite.

Proof For any 0 < § < t, we want to show that
Given h € F* with ||A|l» < t, define the rescaled function h = $h. We have h € F* by definition with

|h]|n < 0. It is easy to see that 'l ‘
1[0 I~ - .
=1 =1 ~—
N
Taking the supreme and expectation on both side over h, we obtain that 'H:C (“'e« Mlet*‘

éEl w LY wlh(m] [ oo LS b)) 0 ond &% chuld

t | heF~iflhlln<t M =

hermdhlagd © =1 i i de kppodess
This is equivalent to desired inequality I

Gn(tF") — Gu(8:F")
i ST

Gn(t, F*) < Gn(6,F*)
t - )
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Final Error

Gol§; F) = (g2
0

0F := min {5 : Gn(0; F7) < } = Ea' sup ° Z ol-g(x,-) < uo*
5>0 0 20 lgll,<u T
- T2 2. L
e B uz & HenBy 0P,  WITER) <y g S efdes

T Proof of hE- £ <o(£")
OH \P- £\l < g* Vv
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Reiifed

- Method 2: Peeling ..

Lemma 1 (Peeling Technique) If there is a function ¢ : [0,00) — [0, 00) and r* > 0 s.t. Vr > 7*

we have ;'E E 3‘

* ¢(4r) < 2¢(r)

Ry (Gr)) < ¢(r)
Then we have for all r > 7* we have
157 ()
®+r
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