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Rademacher Complexity
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VC Dimension

different ways of hypothesis space to classify the data
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VC Dimension

different ways of hypothesis space to classify the data

Can be bounded boun thar largest  such that m ΠC(m) = 2m

VC Dimension d

Grow at a polynomial at degree d
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Generalization Measures
We investigate more then 40 complexity measures taken from both theoretical bounds and 
empirical studies. We train over 10,000 convolutional networks by systematically varying 
commonly used hyperparameters.

Jiang, Yiding, et al. "Fantastic generalization measures and where to find them." arXiv preprint arXiv:1912.02178
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Why?

Zhang, Chiyuan, et al. "Understanding deep learning (still) requires rethinking generalization." Communications of the 
ACM 64.3 (2021): 107-115.
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Zhang, Chiyuan, et al. "Understanding deep learning (still) requires rethinking generalization." Communications of the 
ACM 64.3 (2021): 107-115.
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Norm Matters

Bartlett, P.L., 1998. The sample complexity of pattern classification with neural networks: the size 
of the weights is more important than the size of the network. IEEE transactions on Information 
Theory, 44(2), pp.525-536

Neural networks

Linear regression

More parameter

https://arxiv.org/abs/2502.01585
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Norm Matters
underparamterized

overparamterized

bias-varaince trade-off

https://arxiv.org/abs/2502.01585 

Re-examining Double Descent and Scaling Laws under Norm-based Capacity via Deterministic Equivalence

https://arxiv.org/abs/2502.01585


Covering Number
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log-Covering number of NN



Rademacher Complexity
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Example: Linear

https://courses.cs.washington.edu/courses/cse522/11wi/scribes/lecture6.pdf
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Fact
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Different norms…



Margin
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Margin Bounds

training points misclassified or correctly 

classified with a “confidence”

Key Insight: “smoothed loss is Lipschitz”
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For Neural Network
Wei, Colin, and Tengyu Ma. "Improved sample complexities for deep networks and robust 
classification via an all-layer margin." arXiv preprint arXiv:1910.04284 (2019).



Algorithm Stability
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Stability

https://www.mit.edu/~9.520/spring09/Classes/class09_stability.pdf 

https://www.mit.edu/~9.520/spring09/Classes/class09_stability.pdf
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What’s the result like

Proof Idea: McDiarmid’s Inequality

Most of the cases , then the generalization bound gives byβ =
k
n
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Train Faster, Generalize Better?

Hardt, Moritz, Ben Recht, and Yoram Singer. "Train faster, generalize better: Stability of stochastic 
gradient descent." International conference on machine learning. PMLR, 2016.

Chen, Yuansi, Chi Jin, and Bin Yu. "Stability and convergence 
trade-off of iterative optimization algorithms." arXiv preprint 
arXiv:1804.01619 (2018).

A Trade-off?



PAC Bayes
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Randomized Classifier
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PAC-Bayes Bound
BeliefTrained

Basic idea: https://arxiv.org/pdf/2110.11216 

“soft” version of algorithm stability

https://arxiv.org/pdf/2110.11216
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Sharp Minima

Keskar, Nitish Shirish, et al. "On large-batch training for deep learning: Generalization gap and 
sharp minima." arXiv preprint arXiv:1609.04836 (2016).

Train with Larger noise Train with smaller noise
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PAC-Bayes?

Train with Larger noise Train with smaller noise

Put a distribution over hypothesis
Generalization = 

generalization of randomized hypothesis + distance of random and deterministic

Neyshabur, Behnam, et al. "Exploring generalization 
in deep learning.”Neurips 2017
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Second Idea
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Second Idea
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Second Idea
xt+1 = xt − η∇f (xt) + ηϵ, η ∼ N(0,I )

Mou, Wenlong, et al. "Generalization bounds of sgld for non-convex learning: Two theoretical 
viewpoints." Conference on Learning Theory. PMLR, 2018.

Why η?

Batch size vs. learning rate
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Sharp Minima

Train with Larger noise Train with smaller noise

Smith, Samuel L., and Quoc V. Le. "A bayesian perspective on generalization and stochastic gradient descent." arXiv 
preprint arXiv:1710.06451 (2017).

SDE View ⬇
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Disaggrement？

Jiang, Yiding, et al. "Assessing generalization of SGD via disagreement." arXiv preprint 
arXiv:2106.13799 (2021).
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Related works

Angelopoulos A N, Bates S. A gentle introduction to conformal prediction and distribution-free 
uncertainty quantification[J]. arXiv preprint arXiv:2107.07511, 2021.
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Scaling Law


